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Abstract
Artificial intelligence methods show great promise in increasing the quality and speed of work with
large astronomical datasets, but the high complexity of these methods leads to the extraction of
dataset-specific, non-robust features. Therefore, such methods do not generalize well across
multiple datasets. We present a universal domain adaptation method, DeepAstroUDA, as an
approach to overcome this challenge. This algorithm performs semi-supervised domain adaptation
(DA) and can be applied to datasets with different data distributions and class overlaps.
Non-overlapping classes can be present in any of the two datasets (the labeled source domain, or
the unlabeled target domain), and the method can even be used in the presence of unknown
classes. We apply our method to three examples of galaxy morphology classification tasks of
different complexities (three-class and ten-class problems), with anomaly detection: (1) datasets
created after different numbers of observing years from a single survey (Legacy Survey of Space and
Time mock data of one and ten years of observations); (2) data from different surveys (Sloan
Digital Sky Survey (SDSS) and DECaLS); and (3) data from observing fields with different depths
within one survey (wide field and Stripe 82 deep field of SDSS). For the first time, we demonstrate
the successful use of DA between very discrepant observational datasets. DeepAstroUDA is capable
of bridging the gap between two astronomical surveys, increasing classification accuracy in both
domains (up to 40% on the unlabeled data), and making model performance consistent across
datasets. Furthermore, our method also performs well as an anomaly detection algorithm and
successfully clusters unknown class samples even in the unlabeled target dataset.

1. Introduction

With big datasets from current and next generation astronomical surveys like the Dark Energy
Survey (Abbott et al 2016), the Hyper Suprime-Cam Subaru Strategic Program (Aihara et al 2018), the Vera
Rubin Legacy Survey of Space and Time (LSST; Ivezíc et al 2019), and the Nancy Grace Roman Space
Telescope8, development of artificial intelligence (AI) algorithms capable of combining knowledge from

8 https://roman.gsfc.nasa.gov.
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different telescopes will open doors to many new insights. For a review of the impact of AI on analysis of
galaxy surveys, see Huertas-Company and Lanusse (2022). Furthermore, many astrophysics and cosmology
studies often start from simulated data that are well suited for learning the connection between the physical
parameters and the observables. Simulations are the best (and sometimes the only) resource for creating
labeled datasets needed for training supervised learning algorithms, which are ultimately intended to be used
on real observational data. Unfortunately, standard deep learning algorithms are not well suited for working
with multiple datasets. Very small, even pixel-level, differences between datasets can cause an algorithm
trained on one dataset to experience a substantial drop in performance or even not work at all on another
dataset (Dodge and Karam 2016, 2017, Gide et al 2016, Ford et al 2019, Ćiprijanovíc et al 2022). In
astronomy, differences between datasets are often substantially larger. Simulated data can be different from
observations due to computational constraints, approximations, missing or unknown physics, or imperfect
addition of observational effects; while differences between observational datasets come from different
telescope characteristics, observing times, and observing conditions.

Domain adaptation (DA) research includes the development of methods designed to bridge the gap
between datasets and enable the creation of deep learning models that perform well on multiple datasets at
the same time. This is done by guiding the model to learn and use only features present in both
datasets (Csurka 2017, Wang and Deng 2018, Wilson and Cook 2020), that is, domain-invariant features.
These methods can be divided into (1) distance-based methods such as MaximumMean
Discrepancy (MMD; Gretton et al 2007, 2012), Deep Correlation Alignment (CORAL; Sun and Saenko
2016), Central Moment Discrepancy (Zellinger et al 2019); and (2) adversarial-based methods such as
Domain Adversarial Neural Networks (DANNs; Ganin et al 2016) and Conditional Domain Adversarial
Networks (Long et al 2017).

In astronomy, DA was first studied and used by Vilalta et al (2019) for two different tasks: classification of
Supernovae Ia and the identification of Mars landforms. Then, in our previous work Ćiprijanovíc et al
(2021), DA was used for the problem of identifying merging galaxies in simulated and real data. In this paper,
we have used two DA techniques, MMD (Gretton et al 2012) and DANNs (Ganin et al 2016), and have
successfully trained a model that works on two Illustris-1 (Vogelsberger et al 2014) simulated data sets of
distant merging galaxies, as well as models that work on Illustris-1 simulated data of nearby merging galaxies
and observed data from the Sloan Digital Sky Survey (SDSS; York et al 2000). In Ćiprijanovíc et al (2022),
we showed that even smaller differences between datasets, such as inadvertent data perturbations that can
naturally occur in astronomical data pipelines, can also cause the model trained on clean data to make
catastrophic errors. Here, we developed deep learning models to classify galaxy morphology and include DA
to increase model robustness and allow the model to perform well even in the presence of data perturbations.

Furthermore, Gilda et al (2021) used an unsupervised instance-based DA method called the
Kullback–Leibler Importance Estimation Procedure (Sugiyama et al 2007) to build a model that can more
accurately derive star-formation histories from galaxy spectral energy distributions extracted from three
different cosmological simulations: SIMBA (Davé et al 2019), EAGLE (Schaye et al 2015), and
IllustrisTNG (Nelson et al 2019). Finally, in Alexander et al (2021), the authors use several DA methods to
show that these techniques can significantly help with the drop-in performance when distinguishing between
different types of dark matter substructures present in simulated strong gravitational lensing images of
varying complexity.

Unfortunately, DA methods can be hard to fine tune and the choice of good hyperparameters can vary
substantially for different datasets and types of studies. They also often include the addition of multiple loss
functions to the training procedure. This leads to harder optimization tasks when searching for the true total
loss function minima that will result in the best model performance. Finally, in real astrophysical
applications, researchers will not always be able to work with nicely curated datasets. For example, when
training models for classification tasks, we might encounter situations where two datasets contain only a
portion of overlapping classes, while there might be other dataset-specific classes, not present in both
datasets. Furthermore, datasets can also include unknown object classes, anomalies, or simply unlabeled
portions of the data. Most standard DA methods, such as MMD, try to align entire data distributions. The
presence of any kind of non-overlapping classes makes the two data distributions very different, and so the
DA method cannot be applied successfully.

In this work, we develop a more universal DA method that does not require exact overlap between classes
in the two datasets and can handle dataset-specific and non-overlapping classes in any of the two datasets.
Furthermore, it works even in the presence of unknown classes and can even be used for anomaly detection.
As with all DA methods, model training requires two datasets: the source data domain (with labeled images)
and the target data domain (that can be unlabeled, as labels are not used during model training). Our aim is
to develop a universal DA method that can be applied to a plethora of astronomical tasks and that can
successfully perform DA on both simulated and astronomical survey data.
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Here we focus on galaxy morphology classification, generally into spiral, elliptical, and merging galaxies,
and more granularly by leveraging sub-classes that more closely describe galaxy shapes (such as ellipticity,
bulge prominence, presence of a bar in spiral galaxies, etc). Understanding galaxy morphology is an
important stepping stone for a full understanding of the formation and evolution of galaxies, mass assembly,
and structure formation. As galaxies evolve and interact with each other, complex structures are formed,
such as bulges, spiral arms, bars, tidal tails, and clumps. Morphology is also related to other physical
properties of galaxies, such as their color, gas mass, stellar mass, and star formation rate (Kauffmann et al
2003, Lianou et al 2019). The problem of galaxy morphology classification has been approached in several
ways: visual inspection by experts (Hubble 1926, van den Bergh 1960); visual inspection by volunteers and
crowd sourcing like in the Galaxy Zoo project (Lintott et al 2008); developing multiple sets of morphology
parameters, such as the Sérsic index (Sérsic 1963), or concentration, asymmetry, and clumpiness (Conselice
et al 2003); using simple machine learning algorithms on the morphology parameters (Snyder et al 2019);
and even using more complex deep learning algorithms on the galaxy images themselves (Walmsley et al
2020, Cavanagh et al 2021, Cheng et al 2021).

In this work, we develop a robust deep learning algorithm, capable of handling multi-dataset galaxy
morphology problems. We used simulated LSST mock images made from IllustrisTNG (Nelson et al 2019),
as well as multiple observational datasets available in the Galaxy Zoo project (Lintott et al 2008, 2011, Willett
et al 2013). This way, we create a multi-dataset test bed well suited for the development of a universal DA
method for galaxy morphology classification across different simulated and real datasets. Additionally, our
method is equally applicable to other classification, regression, and anomaly detection tasks that use multiple
datasets.

In section 2, we describe the DA method we develop and how it is implemented, and in section 3, we
describe the deep learning model we train to perform the galaxy morphology classification. In section 4, we
describe all of the datasets we use in our studies. We present the results on different types of cross-dataset
tasks in section 5, with a discussion and conclusion in section 6. All the code used in this work can be found
on our GitHub page9, and we also make all of the datasets available on Zenodo (Ćiprijanovíc et al 2023).

2. Methods

DAmethods are designed to help deep learning models extract and use only those features that are present in
all datasets the model is intended to handle. Internally, using DA in model training helps align latent data
distributions, allowing a model to find a common decision boundary between the classes for more consistent
performance on multiple datasets (Csurka 2017, Wang and Deng 2018, Wilson and Cook 2020). Most
distance-based DA methods (such as MMD or CORAL) and adversarial DA methods (such as DANNs) will
only work efficiently under the assumption that the two latent data distributions are similar. These methods
treat the entire data distribution as a whole; in other words, they are not class-aware. Therefore, correct
alignment is only possible if both distributions contain the same classes of objects with similar properties.
This condition is not always satisfied in scientific applications, so more flexible DA methods are needed.

We denote the source domain dataset asDs = (Xs,Ys) and the target domain dataset asDt = (Xt,Yt),
where Xs and Xt are image sets from the source and target dataset, respectively, and Y s and Y t are the
corresponding label sets. We can then divide class-aware DA methods into closed DA approaches that assume
that the two datasets include the same classes, i.e. Ys = Yt (Gretton et al 2012, Ganin et al 2016), and methods
that assume that one of the domains contains more classes, such as open DA for Ys ⊂ Yt (Busto and Gall
2017, Fu et al 2019, Liu et al 2019, Yuan et al 2022), partial DA for Yt ⊂ Ys (Zhang et al 2018, Cao et al 2019,
Xu et al 2021), or DA for problems that are a mix of open and partial (You et al 2019). For a graphical
depiction of the different types of DA problems, see figure 1. Since the inclusion of DA methods is needed
when the target domain is unlabeled (otherwise one could simply train a regular supervised learning model
on the target dataset directly), we may not know which of these situations will occur in our experiments.
Hence, the development of more general methods, capable of handling all types of dataset overlaps (closed,
open, partial, or mixed), is needed for full implementation of these methods in the sciences.

Here, we aim to develop such a universal domain adaptation (UDA) method, capable of performing
domain alignment even in the presence of extra classes (known or unknown). These additional classes can be
present in both the labeled source or unlabeled target domain. The general principle is that extra classes,
present in only one of the domains, should not be aligned with the other domain that does not contain them.
This means that the unlabeled target domain can also contain completely unknown objects or anomalies that
the method needs to recognize, group as a new class, and exclude from the domain alignment procedure.

9 https://github.com/deepskies/DeepAstroUDA.
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Figure 1. Types of DA problems. The source domain is represented with a solid line ellipse, while the target domain uses a dashed
line ellipse. Source domain classes are represented by filled shapes and target domain by empty shapes.

One such method, called Domain Adaptive Neighborhood Clustering via Entropy optimization
(DANCE), was introduced in Saito et al (2020). Their method includes two novel ideas: (1) a neighborhood
clustering technique to learn the structure of the target domain in a self-supervised way and to cluster
neighboring source and target examples, and (2) using entropy to align the known or to reject unknown
target classes. The authors show that DANCE can handle arbitrary domain shifts and they apply it to several
benchmarking datasets, such as Office (3 domains and 31 classes, Saenko et al 2010), OfficeHome (4
domains and 65 classes, Venkateswara et al 2017), and VisDA (2 domains and 12 classes, Peng et al 2017).

Furthermore, the idea of contrastive self-supervised learning has become a key component for learning
semantically meaningful representations of the data in situation where no labels are available (Wu et al 2018,
Tian et al 2019, Slijepcevic et al 2022, Walmsley et al 2022b). Representations are learned by comparing and
contrasting positive (drawn by pairing the augmentations of the same image) and negative pairs of samples
(different images) in an unsupervised setting without access to any labels. However, contrastive learning in
the context of DA remains underexplored. In Thota and Leontidis (2021), the authors propose to extend the
contrastive learning approach to a situation where none of the data domains contain any labeled data. In our
work, we combine ideas of contrastive learning on unlabeled samples and supervised learning using the
labeled source domain data to build our UDA method for astronomy.

2.1. DeepAstroUDAmethod
We introduce DeepAstroUDA, which performs domain alignment and clustering of similar objects into
classes via two loss functions: adaptive clustering (AC) and entropy separation (ES). Clustering of target
samples is performed using AC ideas introduced in Li et al (2021). To further improve the clustering of the
unlabeled target domain, we use the ES loss used in Saito et al (2020), but we improve upon this method by
adding active hyperparameter tuning for this loss function10.

The power and flexibility of DeepAstroUDA, compared to other methods from which we draw
inspiration, come from both the combination of loss functions we use and from the active tuning of loss
hyperparameters. Clustering of both known and unknown samples is performed in a self-supervised manner

10 We have also tested with the regular neighborhood clustering loss fromDANCE, but we have found it is hard to fine tune and has worse
performance then the AC we describe below. We include both losses in the code available on our GitHub page, so an interested user can
test both on their problem.
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Figure 2. DeepAstroUDA method and the effects of different loss functions. The cross-entropy loss (filled red arrows) clusters the
labeled source domain data (filled circles and triangles). The adaptive clustering loss (empty red arrows) pushes unlabeled target
domain data (empty circles and triangles), towards data it shares the most similar features with (both source and target data).
Finally, the entropy loss (empty violet arrows) uses entropy to push unknown classes away from the known ones. In this open DA
example, the unknown class is present in the target domain (empty squares).

using contrastive learning ideas, which allows the model to compare all image pairs and cluster similar
samples flexibly, without the need to align or understand the entire source and target data distributions. The
ES loss further enhances the rejection of very discrepant anomaly samples. Additional power and ease of use
come from the active hyperparameter tuning, which maximizes performance of the DA loss as the training
progresses and the source and target latent data distributions change. This circumvents the biggest challenge
for most DA methods: finding well performing hyperparameters and maintaining good DA loss performance
as data representations evolve. In the following sections, we take a closer look at the different components of
our DeepAstroUDAmethod (see figure 2) and how to fine-tune their hyperparameters for the best
performance on multiple cross-dataset astrophysics applications.

2.2. AC loss
To build our AC loss, we follow ideas from Li et al (2021) and Saito et al (2020). The main idea of this type of
semi-supervised clustering is to group target domain samples into clusters by computing pairwise similarities
among features of unlabeled samples in the target domain. The loss minimization then forces the classifier to
predict consistent class labels for samples with high pairwise feature similarities. This is achieved by training
the model with a binary cross-entropy (CE) loss, where binary pairwise feature similarities are used as
ground truth labels.

To facilitate semi-supervised clustering and to increase the number of similar samples we perform a data
augmentation step. For each image in the source and target batches, we create two transformed versions (90◦

rotation and scaling by zooming to 300 pixels than cropping back to 256) of that image. Then, for any pair of
unlabeled target samples x1 and x2, we predict a pairwise similarity label by using the classifier output
prediction vectors p1 and p2 and rank ordering their elements (Han et al 2020). We then require the top k
elements to have the same ordering (k= 3 for three-class problem and k= 7 for ten-class problem, for
computational efficiency) to decide that the paired samples belong to the same class, which is denoted by a
similarity label s12 = 1; otherwise, s12 = 0. For the labeled source domain images, we use their class labels to
generate similarity labels. We also calculate a similarity score between samples as ŝ12 = p⊤1 p2. Finally, we can
write the AC loss as a binary CE loss, where similarity labels are used as ground truth labels:

LAC =−
∑
i∈B

∑
j∈bt

sijlog(̂sij)+ (1− sij)log(1− ŝij), (1)

where B is the bank that contains samples from all previous source and target batches, and bt is the current
target batch (Saito et al 2020). By comparing similarities between unlabeled target samples from the current
target batch to all elements stored in the bank, current target samples are pushed towards the source and
target samples with which they share the most similar features.

5
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Figure 3. A high-level schematic of the DeepAstroUDA architecture.

2.3. ES loss
ES has an explicit objective to encourage the alignment (known classes, present in both domains) or rejection
(unknown classes present only in one of the domains) of target samples (Saito et al 2020). This is possible
because unknown samples often do not share features with known samples, which leads to larger entropy of
the classifier output for unknown samples compared to entropy of the output for known classes (You et al
2019). Therefore, the entropy can be used to decide the boundary between known and unknown samples. If
we denote the mean entropy of the classifier output pi of sample i from the target batch bt as H(pi), we can
define a boundary ρ around the entropy value so that:

LES(pi) =

{
−|H(pi)− ρ| |H(pi)− ρ|>m,

0 otherwise.
(2)

Herem is a confidence threshold around the boundary ρ, which is used to decide if we are confident
about whether a particular sample belongs in a known or unknown class. Only those samples that are far
enough from the entropy boundary ρ will be moved towards known classes or pushed away as an unknown
class. The boundary ρ and confidence thresholdm start from preset values (determined from experiments),
but are actively fine-tuned during training. Section 2.5 describes the active fine-tuning of parameters in more
detail. Finally, the total ES loss is:

LES =
1

|bt|
∑
i∈bt

LES(pi). (3)

2.4. Total loss andmodel training
While the ES loss is applied only to the target domain data, the AC loss is used to cluster the target data by
aligning the samples to both the source and target data via the bank that stores all previously seen samples
from both source and target batches. Finally, the main classification loss, applied only to the labeled source
domain data, is the standard weighted CE loss:

LCE =

−
K∑

k=1
wkyk log ŷk

K∑
k=1

wk

, (4)

where the class weight (distinct from the network weight parameters) for each class is calculated as
wk =Ns/(Knk), where nk is the number of images in class k, K is the total number of source classes, and N s is
the total number of images in the training source dataset. The true and predicted labels are yk and ŷk,
respectively. See figure 3 for a diagram showing how different loss functions within DeepAstroUDA utilize the
source and target datasets.

The final objective of the model training is:

L= LCE +λ(LAC +LES). (5)

We utilize domain-specific batch normalization, which eliminates domain style information leakage,
which can be viewed as a form of weak domain alignment. Finally, the importance of the clustering losses
that perform DA is governed by the DA weight parameter λ. We tested values in the range of 0.0001–100 and
find that λ= 0.005 is a good value that achieves the best model performance. Example of the behavior of
each of the three losses during training is shown in figure 6 in section 5.1

6
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2.5. Hyperparameter tuner
Fine-tuning network hyperparameters can be a challenging task. Most DA methods include multiple
hyperparameters inside different loss functions, as well as loss weights that control the contribution of each
loss term to the total loss function used in the training. Often, the final model performance is very dependent
on the hyperparameters. In most cases, the hyperparameter values are hardcoded for a specific dataset and
use case scenario, which is not useful when applying the same algorithm to a different dataset. Furthermore,
to determine the optimal hyperparameter values, we often rely on simple random or grid search, or Bayesian
optimization (Bergstra et al 2011, Shahriari et al 2016) over the parameter space, which can be slow or
require strong computational resources. More importantly, as DA training progresses and the source and
target latent data representations change, the choice of optimal hyperparameters might also change, which is
not taken into account in most DA approaches.

In this work we develop and utilize a hyperparameter tuner that actively changes and fine-tunes the
hyperparameters of the ES loss to help successfully cluster unlabeled target samples (see algorithm 1). It
focuses on two parameters: the boundary ρ around the sample entropy value and the confidence intervalm
(see section 2.3). During training, our hyperparameter tuner iteratively checks the performance of the model
and changes hyperparameter values to improve it. It first changes the boundary ρ and then adjusts the
confidencem. Once the loss stops improving, the tuner repeats this cycle. We found that active
hyperparameter tuning of the ES loss is crucial for good performance, since both the boundary and
confidence interval values will certainly change as the training progresses, the target samples become more
clustered, and the distinction between classes becomes clearer.

The initial guess for the boundary ρ is calculated as ρ= log(K)/2, where K is the number of known
source classes. The initial value form and the step value used by the tuner for both ρ andm are found
through experimentation. We run experiments for problems between 3 and 10 classes to set the initial
parameter values for the tuner. For example, we found that for problems with less than five classes initial
values form are usually in the range of 0.2–0.8, while for more classes the range is 1.1–1.6. Once the training
is performed on any new dataset, the tuner will use the closest values for the specific class-size problem. Since
the preset initial value is not necessarily the best choice for all datasets, using active tuning is encouraged.
Different initial tuner values and step sizes for both parameters to further improve the performance can be
specified manually, and other hyperparameters can be added to the tuner.

Algorithm 1.Hyperparameter tuner.

Input number of known classes K
Output Entropy loss parameters ρ andm

ρ← log(K)/2
m←m0 ▷ Initialm0 found experimentally
j← 0 ▷ Step counter
step← [0.3,−0.3,0.5,−0.5] ▷ Step sizes
epoch← 0 ▷ Epoch counter
change← 0 ▷ Change counter
▷ After each change, epoch counter is reset and change counter is incremented
while training do

epoch++
if L>= Lminthen
if change== 0 and epoch> 5 then

ρ← ρ+ step[j]
else if change== 1 and epoch> 2 then
m←m+ step[j]

else if change== 2 and epoch> 2 then
m← 2m

else if change== 3 and epoch> 2 then
j← j+ 1
change← 0

end if
end if

end while

2.6. Latent space visualization
Visualization of the latent data distribution is important to understand the model behavior, performance,
and trustworthiness, and ultimately to conduct further model refinement. It is particularly useful in DA
tasks, where the model is trained to align data distributions from two different data domains. Furthermore,

7
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our method not only tries to align classes present in both data domains, but also pushes away unknown
samples or classes that are present in only one of the domains and therefore should not be used in the
domain alignment. This makes latent space visualizations even more important.

To visualize the latent data distributions, we utilize manifold learning methods because of their capability
to recognize non-linear data patterns. We use a combination of the isomap (Tenenbaum et al 2000) and the
t-distributed stochastic neighbor embedding (t-SNE; van der Maaten and Hinton 2008).

An isomap is a lower-dimensional embedding of the latent space, such that geodesic distances in the
original higher-dimensional space are also respected in the lower-dimensional space. It is constructed in
three stages. First, a weighted neighborhood graph G over all data points is constructed. Then, the edge
weight values of the graph G are assigned the distances between neighboring points and the geodesic
distances between all pairs of points are estimated as their shortest-path distances in the graph G. Finally, the
lower d-dimensional (often d= 2 or d= 3 for visualization purposes) embedding that best preserves the
manifold’s estimated intrinsic geometry is produced by applying classical Metric Multidimensional
Scaling (MDS; Borg and Groenen 2005) to the matrix of the shortest-graph distances. We use the scikit
implementation of isomaps (Pedregosa et al 2011). Isomaps are a great tool for realistic latent data
representation, but they do not always show the cleanest and most visually distinct clumps for different
classes, which can make interpretation harder.

The t-SNE method calculates the probability distribution over data point pairs in the latent space of the
model. It assigns a higher probability to similar objects and a lower probability to dissimilar pairs. It then
constructs a 2D or 3D representation of the data, in which data pairs share the same probabilities. By
minimizing the Kullback–Leibler divergence (Kullback and Leibler 1951) between the two distributions, the
t-SNE method ensures the similarity between the actual distribution and the low-dimensional projection.
The t-SNE algorithm on its own can be slow, but it produces well separated clumps for different classes.
Furthermore, since it adapts to data by performing different transformations in different regions, it is
difficult to compare the relative sizes of clusters in t-SNE plots. In addition, the final appearance of the t-SNE
plots is highly dependent on several user-defined parameters (Wattenberg et al 2016).

In this work, we combine isomaps and t-SNE plots and utilize the best properties of both methods. First,
we create a 2D isomap representation of the latent space of the model, ensuring that the intrinsic geometry of
the original high-dimensional space is preserved. We then use the isomap as an input to the t-SNE algorithm,
to create a more visually distinct classes that are easier to interpret. Since t-SNE in this case does not need to
further reduce the dimensionality of the space, we do not expect dramatic changes in the positions of the
class clumps. In the following text, we refer to our visualizations as t-SNE plots, but we emphasize here that
the presented plots actually show t-SNE plots of the isomaps of the latent space of the model.

3. Neural network model and training

In all of our experiments, we use the ResNet50 (He et al 2016) network (with random initialization of model
weights). We train it with early stopping, which monitors the classification accuracy and stops the training
when there is no improvement after 12 consecutive epochs. The model is trained using stochastic gradient
descent with Nesterov momentum (Sutskever et al 2013) and an initial learning rate of 0.001. The learning
rate is tuned using an inverse learning rate scheduler, whereby the learning rate is decayed by a factor of 0.1
every set number of epochs, determined by the specific initial dataset configuration (every 10 epochs in all of
our ten-class experiments and every 7 epochs for our three-class experiment). We train our models on 4
NVIDIA RTX A6000 GPUs (available from Google Colab and LambdaLabs), and on average, the training
converges in≈5 h (dependent on the dataset size and the complexity of the experiment).

4. Data

4.1. Simulations—LSSTmock data
IllustrisTNG (Marinacci et al 2018, Naiman et al 2018, Pillepich et al 2018, Springel et al 2018, Nelson et al
2019) is a state-of-the-art cosmological magneto-hydrodynamical simulation that includes gas, stars, dark
matter, supermassive black holes, and magnetic fields. It uses a galaxy formation model built on the
cosmological simulation code AREPO (Springel 2010), which solves the coupled equations of ideal
magneto-hydrodynamics and self-gravity. IllustrisTNG builds on the successes of the older simulation,
Illustris-1 (Vogelsberger et al 2014), but extends the mass range of the simulated galaxies and halos, uses
improved numerical and astrophysical modeling, and addresses some of the identified shortcomings and
tensions with observations (see Nelson et al (2015)).
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The Illustris project is ideally suited for studying galaxy formation and morphology, merging galaxies,
gas accretion, formation of galaxy clusters, and large-scale structures. It is also a great resource for the
creation of labeled mock datasets that can be made to mimic different astronomical surveys and used to train
different kinds of supervised learning algorithms.

We use simulated LSST mocks from Ćiprijanovíc et al (2022), which are made from the
IllustrisTNG100 (Nelson et al 2019) simulation. Mock images include three filters (g, r, i), made from the two
simulation snapshots: 95 (redshift z= 0.05) and 99 (redshift z= 0). All images were converted to an effective
redshift of z= 0.05, to create a larger single-redshift dataset. This dataset includes three galaxy morphology
classes—spiral, elliptical and merging galaxies—made by following Lotz et al (2004) and Snyder et al (2015),
who use the G-M20 ‘bulge statistic’ to distinguish between galaxy morphology classes. It also includes
augmentation of the least numerous class (merging galaxies) to create the final balanced dataset of≈35000
galaxy images (with dimensions 100× 100 pixels), which is the approach we follow in this work.

The creation of LSST mock observations from IllustrisTNG100 was done using the GalSim
package (Rowe et al 2015). We use both datasets created in Ćiprijanovíc et al (2022)—a high-noise one-year
survey (‘Y1’) and a low-noise ten-year survey (‘Y10’)—made by applying an exposure time corresponding to
one year or ten years of observations directly to the raw images (552s per year for the r and i filters and 240s
for the g filter). The images also include both atmospheric and optical point spread function (PSF) blurring,
mimicking LSST observations. Finally, the images include arcsinh stretching to make fainter objects more
apparent while preserving the original color ratios in each pixel. For more details on the mock dataset
creation, see Ćiprijanovíc et al (2022).

4.2. Observations
The Galaxy Zoo project (GZ; Lintott et al 2008) was the first to provide morphological classifications of
nearly one million galaxies from the Sloan Digital Sky Survey (SDSS; York et al 2000), performed by≈105

volunteers that classified images using a web-based interface. While the first project used a simplified
classification into spiral, elliptical and merging galaxies, its successor, Galaxy Zoo 2 (GZ2; Willett et al 2013),
used a more complex classification system that considered the presence of bars and bulges, the shapes of
edge-on disks, and quantification of the relative strengths of galactic bulges and spiral arms. It provided more
that 300 000 reliable morphological classifications of galaxies in the full Data Release 7 (DR7) of SDSS as well
as the deeper Stripe 82. Following the success of these volunteer-based projects, the Galaxy Zoo expanded to
include several other classification-based projects that use data from other telescopes and astronomical
surveys11. The newer projects include Galaxy Zoo 3: Hubble (Willett et al 2017); Galaxy Zoo 4:
CANDELS (Simmons et al 2017), DECaLS (Walmsley et al 2022a), UKIDSS (Galloway 2017),
Ferengi (Galloway 2017), GAMA-KiDS (Holwerda et al 2019); and Galaxy Zoo Illustris (Dickinson et al
2018), using simulated data.

In this work, we apply our model to several GZ datasets to test its performance on different observational
cross-dataset scenarios and use cases.

4.2.1. Galaxy Zoo: SDSS and DECaLS
We use two GZ datasets (Lintott et al 2008, Willett et al 2013)12: the source domain dataset is from GZ2
SDSS (Lintott et al 2008, 2011 Willett et al 2013), and the target domain dataset is from GZ3
DECaLS (Walmsley et al 2022a), which uses DR7 of the the DECam Legacy Survey Dey et al (2019), part of
the Dark Energy Spectroscopic Instrument (DESI) Legacy Imaging Surveys,.

Specifically, for the target domain, we use an≈18 k subset of the DECaLS dataset, with images that
passed more rigorous vote filtering and better class separation, named Galaxy10 DECaLS13. We perform a
ten-class experiment, in which we use nine classes from this dataset (disturbed, merging, round smooth,
cigar-shaped smooth, barred spiral, unbarred tight spiral, unbarred loose spiral, edge-on without bulge,
edge-on with bulge). We add one more class from the full GZ3 DECaLS dataset, gravitationally lensed
galaxies, which we will treat as an unknown class present in the target domain. We chose gravitational lenses
as our unknown class because they are rare and difficult to find, and creating automated AI methods to
search for these objects in new observations is crucial for inferring cosmological parameters.

We use the same labels for our source domain GZ2 SDSS dataset. For each class, we use galaxy IDs to find
these objects in the GZ2 SDSS data and extract a similar number of examples, as was done in the DECaLS
data. Finally, in both domains all classes have between 1 and 2.6 thousand images, except a much smaller

11 For decision trees used in different GZ projects, see https://data.galaxyzoo.org/gz–trees/gz–trees.html.
12 Current publicly available GZ datasets can be found at https://data.galaxyzoo.org.
13 Galaxy10 data is available at https://astronn.readthedocs.io/en/latest/galaxy10.html.
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cigar-shaped smooth class, with 334 images, which we purposefully do not augment, to test the performance
of the model in the presence of a class imbalance. Finally, the source and target datasets each contain≈20 000
images (GZ2 has 21784, and DECaLS 19840).

Both the SDSS and DECaLS data include three filter images (i, r, g). The SDSS DR7 data has a pixel scale
of 0.396 ′ ′, while the DECaLS DR7 data has a scale of 0.262 ′ ′. Furthermore, the SDSS data includes galaxies
with Petrosian half-light magnitude in the r-bandmr < 17.0 (after the galactic extinction correction was
applied). Deeper DECaLS images (with the lowest r-band magnitude ofmr = 23.6, versusmr = 22.2 from
SDSS) reveal spiral arms, weak bars, and tidal features not previously visible in SDSS imaging. The GZ3
DECaLS dataset was derived from SDSS DR8 imaging (Aihara et al 2011), so it only includes galaxies that are
within both the DECaLS and SDSS DR8 footprint and have a slightly fainter magnitude limit ofmr < 17.77.

4.2.2. Galaxy Zoo: SDSS wide and deep field
Additionally, we use DeepAstroUDA on a problem that includes different types of observational data from the
same astronomical survey. The source domain includes wide-field SDSS data from GZ2, and the target
domain comes from the deeper Stripe 82 region of SDSS, also available in GZ2 (Lintott et al 2008, Willett
et al 2013). Stripe 82 is a multiply-imaged section along the celestial equator in the Southern Galactic Cap,
which results in better visibility of fainter objects.

For the source domain data, we use the same nine-class wide-field dataset described in section 4.2.1. For
our target data from Stripe 82, we use images from the co-added depth (set 2)14. These images are made from
combining between 47 and 55 individual exposures, resulting in better detection of fainter features and
improved seeing, compared to the source domain data. This deeper dataset includes objects with magnitude
limitmr < 17.77. The images also include a modest color desaturation to deemphasize background noise in
the co-added data. In order to make both datasets as unique as possible, we allow a maximum of 5% of
extracted object overlap between the two datasets (objects found in a region covered by both wide and deep
field observations). We create the target domain dataset by extracting≈2000 images for each of the known
nine classes and the unknown lens class, balancing the classes in the target dataset with a final size of≈20 000
images. These images did not pass any curation, so unlike the source domain, they also include examples that
are harder to distinguish between classes. We chose to do this to observe how DeepAstroUDA performs in
more realistic scenarios, where new data did not yet pass any human-level filtering. The fact that this dataset
includes harder to distinguish examples will also likely lead to more confusion in the crowd-sourced true
labels, with possibly more incorrect true labels.

4.3. Data pre-processing
For all of our observational data, we use SExtractor (Bertin and Arnouts 1996) to determine the center and
radius of objects in the downloaded images, and then crop images to 256× 256 pixels, using the extracted
object properties to ensure no pertinent parts of the image have been inappropriately cut off.

All datasets (simulated and observational) are normalized to have pixel values in [0,1]. Finally, the
datasets are divided into training, validation, and test sets in proportions 60% : 20% : 20%.

5. Results

In this section, we present the results of the DeepAstroUDAmodel on three different types of DA problems
that include observational data: (1) DA between different data releases of the same survey (LSST); (2) DA
between two different astronomical surveys (SDSS and DECaLS); and (3) DA between two observing fields
of different depths within the same survey (wide and deep fields of SDSS). In all three examples, we focus not
only on the proper domain alignment and overlap of known classes, but also on adding an unknown class to
all target domain datasets. This makes all of our examples harder open DA problems and also allows us to
test anomaly detection (by discovering and clustering the unknown class samples). We show that our model
is good at both aligning the known classes and discovering and clustering the unknown anomaly class, in all
types of observational cross-dataset problems.

5.1. DA within a survey: different data releases of LSST
We first apply the DeepAstroUDAmodel to the simplest example: two data releases from the same
astronomical survey. In this case, the difference between the domains arises due to the different noise levels
in the data (with subsequent data releases having lower noise levels due to the longer observation time). For
this test, we used simulated mock LSST data (one and ten years of observations), described in detail in
section 4.1. The dataset includes three galaxy morphology classes: spiral, elliptical, and merging galaxies. As

14 Stripe 82 data is available at:https://data.galaxyzoo.org.
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Figure 4. Example images from the source domain high-noise Y1 (left) and target domain low-noise Y10 (right) test set. The
source domain contains two classes: spiral and elliptical galaxies, while the target domain also contain an unknown merging
galaxies class.

was shown already in Ćiprijanovíc et al (2022), without DA, a model trained on one of these datasets cannot
be used on the other one. In that paper, the model was trained on the low-noise Y10 data and applied to the
noisier Y1 data.

In contrast to Ćiprijanovíc et al (2022), here we focus mainly on a more realistic scenario, in which the
model is trained on the first noisier data release (Y1), with the intention of later being applied to all other
lower-noise data releases (for example Y10). In figure 4, we show randomly selected example images from the
source Y1 and target Y10 test data sets, denoted as High→Low training. We additionally train another model
on the reverse case (Low→High), where the Y10 data is the source domain, as in Ćiprijanovíc et al (2022).
This facilitates a closer comparison to that paper. In this work, we consider a harder open DA problem in
which spiral and elliptical galaxies are known classes present in both domains and merging galaxies are an
additional unknown class present only in the target domain (while in Ćiprijanovíc et al (2022), all three
classes are present in both domains). In order to show how much the inclusion of DA helps with the
performance in the target domain, we will compare the results of two models: 1) regular training on the
source domain without any DA, and 2) training on the source domain with the inclusion of DA for the
unlabeled target domain data.

In table 1, we show common performance metrics on the source and target test sets (accuracy, precision,
recall, and F1 score, averaged over all classes present in each of the domains), with regular training,
i.e. training with just LCE on the source domain (top row), or training with DA (bottom row). All models in
this paper were retrained 5 times, with different random seeds used to initialize the weights, and we report
the values of all performance metrics averaged across these runs.

We can see that in both cases training without DA makes the model not work at all on the target domain
data. Using DA, on the other hand, increases the accuracy in the target domain up to 74%. Adding DA leads
to a substantial increase in the mean accuracy even in the source domain (by 9%–12%), which ultimately
reaches similarly high levels as the target domain accuracy (up to 76%). Furthermore, even though we are
working on a harder problem, where mergers are an unknown target domain class, employing
DeepAstroUDA leads to 8% better target domain accuracies compared to the results in Ćiprijanovíc et al
(2022). In addition, our methods produce more balanced performance across the source and target domains,
considering accuracy, precision, and recall. By allowing the model to use more robust features, DA acts as a
regularizer, making overfitting harder. Finally, by including active tuning of the DA loss parameters, the
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Table 1.Mean performance metrics for ResNet50 when trained with regular training (top row) and with DA (bottom row). The top table
shows results when low-noise data is used as the source domain and high-noise data as the target domain, while the bottom table shows
results for the reversed case. The inclusion of DA increases the accuracy and other metrics for both source and target data, in both
experiments.

Low→High

Training Metric Source Target

Reg. Accuracy 0.64± 0.22 0.36± 0.11
Precision 0.59± 0.34 0.35± 0.31
Recall 0.65± 0.31 0.41± 0.29
F1 Score 0.62± 0.23 0.38± 0.22

DA Accuracy 0.76± 0.12 0.74± 0.09
Precision 0.74± 0.13 0.71± 0.19
Recall 0.75± 0.08 0.74± 0.21
F1 Score 0.74± 0.08 0.72± 0.32

High→ Low

Training Metric Source Target

Reg. Accuracy 0.61± 0.32 0.33± 0.48
Precision 0.65± 0.34 0.31± 0.46
Recall 0.54± 0.28 0.33± 0.39
F1 Score 0.59± 0.22 0.32± 0.31

DA Accuracy 0.70± 0.20 0.73± 0.18
Precision 0.64± 0.30 0.72± 0.17
Recall 0.66± 0.24 0.74± 0.20
F1 Score 0.65± 0.19 0.73± 0.13

model can reach higher accuracies in fewer epochs (this example was impacted the most, with training
stopping 15 epoch earlier in the Low→High case).

To better illustrate the effects of DA training, in figure 5 we show how the accuracies for all three classes
change during the more realistic High→ Low noise training case. Vertical dashed lines mark epochs where
our hyperparameter tuner changes the ES loss parameters to try to improve clustering. We also show how all
three loss functions change during training in figure 6. Furthermore, for the more realistic High→ Low
experiment, we also present the receiver operating characteristic (ROC) curves (which shows the trade-off
between the true positive rate and the false-positive rate of a classifier) on the target test set, for models
trained with regular and DA training, and report their Area Under the Curve (AUC) scores (top plot of
figure 7).

Finally, to better understand how the inclusion of DA influences the way the model represents the data in
its latent space, we show the t-SNE plot (of the isomap of the latent space representation of the data) in
figure 8. We can see that without DA (top), the domains do not overlap very well. In this example, the
domains are quite similar (both datasets include the same galaxy images, and the only difference is the noise
levels), so the model trained without DA is able to place some target-domain images correctly, but the
unknown merger class is completely overlapping with the known classes. The inclusion of DA (bottom)
makes the known classes overlap much better, while the unknown target class is pushed away from the
known data.

5.2. DA across surveys: SDSS to DECaLS
As mentioned above, DA in astronomy has only been tried between simulated mock data mimicking a
particular telescope and real observations from the same telescope (Ćiprijanovíc et al 2021). The success of
the methods used so far strongly depended on the minimization of the dataset shift, by making simulated
mock data as similar to real data as possible, before any model training was performed. The difference
between data from two different astronomical surveys can, on the other hand, be much larger: from different
noise levels, PSF blurring, pixel scale, survey depth, etc. Here, we present the first successful cross-survey DA
result in astronomy. We will focus on a more complicated ten-class galaxy morphology problem that includes
data from two different astronomical surveys: SDSS and DECaLS. These more complex dataset shifts require
more flexible DA methods. If two data distributions look very different, or do not share all of the same
classes, simpler methods that explicitly minimize a distance metric between the latent data distributions and
are not class-aware might not be powerful enough to properly align the two data distributions. For that
reason, in this work we develop a much more flexible semi-supervised method that is able to align similar
samples for any kind of data distribution shapes and possible overlaps.
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Figure 5. The source domain Y1 (top) and target domain Y10 (bottom) accuracies during model training. Elliptical (violet) and
spiral galaxies (navy) are present in both domains, while merging galaxies (yellow) represent the unknown anomaly class, present
only in the target domain. Vertical gray dashed lines show epochs in which the tuner changes the ES loss hyperparameters, which
results in improved clustering and better performance on the anomaly class.

Figure 6. The loss function values during the High→ Low training: CE loss (top, yellow), AC loss (middle, green), and ES loss
(bottom, dark green).

In table 2, we again report the mean accuracy, precision, recall, and F1 score for the source and target test
sets: regular training (top row), and training with DA (bottom row). Again, the use of DA improves
performance in both data domains, from a 5% increase in accuracy in the source domain to a 36% increase
in accuracy in the target domain. Furthermore, the performance and behavior of the model (reflected in all
performance metrics) is similar across the domains after the inclusion of DA. Also, the model performance
reaches levels similar to our first, much simpler example in section 5.1, even though this problem has a much
larger distribution shift and more classes. In figure 7 (middle panel) we show the ROC curves and AUC
scores on the target test set for models using regular or DA training.

To further illustrate the performance of the model on each of the classes, in figure 9 we show the
individual target domain class accuracies and how they change during training. For better readability, we
separate classes into lower performing (top figure) and higher performing (middle figure) classes.
Additionally, we present the confusion matrix (bottom figure), to further illustrate the confusion between
similar classes when the final trained model is applied to our target data test set of images. We can clearly see
that the model confuses merging and disturbed galaxies, which can both exhibit asymmetric disturbed
morphology and are both associated with galaxy interaction processes. Also, barred spiral and unbarred tight
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Figure 7. ROC curves and AUC scores (given in brackets) for models trained with regular training (dashed black lines) and
models which include DA (solid black lines). We present results for target test set for more realistic High→ Low noise experiment
within one survey (top), cross-survey experiment (middle), and wide and deep wield within one survey experiment (bottom). DA
substantially improves performance in all three experiments.

spiral are often incorrectly classified as the class edge-on without bulge, which also makes sense, given that all
three classes actually include spiral galaxies with different orientations. Similar conclusions can be made for
unbarred tight spiral and unbarred loose spiral, which are often confused with the class edge-on with bulge.
We have also noticed some occurrence of errors in which a spiral galaxy that is very small with
hard-to-distinguish features gets classified as one of the smooth classes.

Figure 10 shows t-SNE plots from the model with regular training and training with DA. For better
visibility, we choose to plot only three out of ten classes: round smooth, barred spiral, and the unknown
gravitational lens class. In this more complicated and larger domain shift problem, the model trained using
regular training on the source domain data tends to flip classes from the two domain, overlapping the barred
spiral class from the source domain with the round smooth class from the target and vice versa. The unknown
lens class is also completely overlapping with known classes. The inclusion of DA during training corrects
this behavior and correctly aligns the known classes, while pushing the unknown class to the outskirts.

In figure 11, we show example images from the source SDSS (top) and target DECaLS (bottom) test data
sets. For each of the domains, the top two rows show examples of images most often correctly classified,
while the bottom two rows show examples of most often incorrectly classified (considering the 5 models
trained with different random seed initializations). All images show the true class in the top left corner and
predicted class in the top right corner, for one of our trained models. In figure 12 (left), we also plot
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Figure 8. The t-SNE plots when training with Y1 data as the source domain and Y10 data as the target domain (High→ Low).
The top plot shows the latent space of the model trained without DA, while the bottom plot shows the model trained with DA.
Using DA aligns known classes much better, but also allows the unknown class to be pushed to the outskirts.

Table 2.Mean performance metrics for ResNet50 on SDSS (source) and DECaLS (target) test data for regular training without DA (top
row) and training with DA (bottom row). The inclusion of DA increases accuracy and other metrics for both the source and target data.

SDSS→ DECaLS

Training Metric Source Target

Reg. Accuracy 0.77± 0.20 0.43± 0.32
Precision 0.52± 0.23 0.42± 0.43
Recall 0.70± 0.25 0.33± 0.30
F1 Score 0.60± 0.18 0.37± 0.25

DA Accuracy 0.82± 0.09 0.79± 0.10
Precision 0.79± 0.06 0.73± 0.21
Recall 0.84± 0.13 0.81± 0.18
F1 Score 0.81± 0.07 0.77± 0.14

examples of correctly classified lenses in DECaLS data. Each image also includes the number of models (out
of 5) that were able to discover the lens.

In figure 13 (left plot), we show how the accuracies of the target domain change during training. We
present the mean accuracy of the known nine classes and the unknown class (gravitational lens) accuracy
separately. We can see that the known classes reach quite high accuracy, around 80%, which is very good
given the fact that this dataset includes several morphologically or visually similar classes (for example,
disturbed and merging galaxies, or cigar-shaped smooth and edge-on without bulge). Furthermore, the
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Figure 9. Individual class accuracies in the target domain during training. The top figure shows lower performing classes, while
the middle figure shows higher performing classes. Finally, the bottom figure shows the confusion matrix of the final trained
model, when applied to the target domain test set (disturbed (0), merging (1), round smooth (2), cigar-shaped smooth (3),
barred spiral (4), unbarred tight spiral (5), unbarred loose spiral (6), edge-on without bulge (7), edge-on with bulge (8), lenses
(9)). The performance on all classes is very good, with slight confusion between several classes that indeed look visually similar,
for example disturbed and merging galaxies.

model is even better at finding and classifying the unknown anomaly class, with the lens class reaching an
accuracy of almost 90%, proving that this DA method can be used successfully not only to bridge the gap
between different observational datasets, but also to search for unknown objects of interest, such as
gravitational lenses.

When examining images from our datasets, we noticed examples in which true labels from crowd
sourcing do not seem to be correct. In some of these cases, we find the predicted labels to be more
appropriate, which makes us believe that the model had enough correctly labeled samples to properly
understand the galaxy morphology and correctly classify even those examples that include questionable true
labels. For example, in figure 11 the last image in the bottom row has a true lens label, while the network
predicts class edge-on with bulge, which upon visual inspection seem like a more appropriate class. More
evidence for this conclusion can be seen in the confusion matrix, where the biggest confusion between classes
occurs for truly morphologically similar classes.

5.3. DA within a survey: wide and deep fields of SDSS
Finally, DA can help bridge the gap between data from wide and deep fields within the same survey. Here, we
focus on the wide field (source data) and Stripe 82 deep field (target data) of SDSS. We use the same ten-class
problem as in the previous cross-survey example. As we describe in section 4.2.2, we use the same source
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Figure 10. The t-SNE plots when training on ten-class SDSS data (source) and testing on DECaLS data (target). We choose to plot
3 classes for better visibility: round smooth (class 2), barred spiral (class 4), and lens (class 9) anomaly class in the target domain.
Again, training with DA (bottom plot) helps correctly overlap the known classes and push away the anomaly class.

dataset as in the cross-survey example, and we make the target domain using randomly chosen examples
from Stripe 82, which also contains crowd-sourced GZ2 labels. Compared to the previous cross-survey
example, where we use curated datasets that contain cleaner examples, the target domain Stripe 82 data in
this test is not curated and can include galaxies much harder to correctly classify into one of the ten classes.
This makes classification using AI harder, but will also make human labeling more difficult, probably
containing an even larger percentage of incorrect true labels.

In table 3, we again present the performance metrics for the models trained with and without DA, when
applied to the source and target test datasets. As before, training without DA makes the model useless on
target data, whereas the inclusion of DA allows the model to perform well on both wide and deep fields of the
same survey, with similar performance metrics across domains. The mean accuracy with DA reaches 81% in
the target domain and 84% in the source domain, which is even slightly higher than in our previous
cross-survey example. In figure 7 (bottom panel) we show ROC curves and AUC scores on the target test set
for models trained with regular and with DA training.

We omit plotting the confusion matrix for this example, since it looks very similar to the cross-survey
example shown in figure 9. Again, the biggest confusions occur between disturbed and merging galaxies
(classes 0 and 1) and between different sub-classes of spiral galaxies (classes 4, 5 and 6 incorrectly classified as
7 or 8). The most notable difference, in this example, is the presence of the somewhat unexpected confusion
between the class edge-on with bulge (class 8) and the unknown gravitational lens class (class 9). This
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Figure 11. Example images from source SDSS data (top) and target DECaLS data (bottom). Each image contains the true label in
the top left corner and the predicted label in the top right corner. For each domain, we give most often correctly classified
examples in the top two rows and most often incorrectly classified examples in the bottom two rows. Classes are: disturbed (0),
merging (1), round smooth (2), cigar-shaped smooth (3), barred spiral (4), unbarred tight spiral (5), unbarred loose spiral (6),
edge-on without bulge (7), edge-on with bulge (8), lenses (9).

Figure 12. Randomly selected example images of correctly classified lenses from DECaLS data (left) and SDSS Stripe 82 deep field
(right). Each image contains the number of models (out of 5, trained with different random seed initializations) that correctly
classified the example.

probably leads to lower performance on the unknown class, which we can see in figure 13 (right), showing
the mean accuracy for all known classes and the accuracy of the unknown class in the target domain during
model training. As in the cross-survey example, the mean known class accuracy reaches levels around 80%,
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Figure 13. The target domain mean known (blue) and unknown class (red) accuracies during training. The mean accuracy for all
classes is plotted with a dashed black line. The left plot shows results for the cross-survey problem (SDSS to DECaLS), where the
target domain includes well curated examples, with clearer class distinctions. The right plot shows DA from wide to deep field of
SDSS, where the target domain also contains harder examples. This leads to a lower increase in performance on the unknown lens
class, which often gets confused with the edge-on with bulge class. Still, the increase in performance during model training is
evident and the final performance on the unknown class is much better than for the model trained without any DA (since that
model does not work at all on both known classes and the unknown class in the target domain).

Table 3. Performance metrics for ResNet50 on SDSS wide field (source) and SDSS Stripe 82 deep field (target) test data for regular
training without DA (top row) and training with DA (bottom row). The inclusion of DA increases the accuracy for both source and
target data.

Wide→ Deep

Training Metric Source Target

Reg. Accuracy 0.76± 0.22 0.43± 0.37
Precision 0.68± 0.12 0.42± 0.22
Recall 0.76± 0.21 0.44± 0.32
F1 Score 0.72± 0.12 0.43± 0.19

DA Accuracy 0.84± 0.08 0.81± 0.12
Precision 0.83± 0.15 0.80± 0.07
Recall 0.79± 0.12 0.81± 0.07
F1 Score 0.81± 0.10 0.80± 0.05

but the unknown class accuracy is in this case somewhat lower. After examining lens images from the SDSS
deep field, we concluded that the lenses indeed look less prominent compared to the DECaLS data, which we
believe has led to both more incorrect true labels from crowd-sourcing, and more confusion in the
predictions by the DeepAstroUDAmodel.

In figure 14, we again show examples most often correctly classified and incorrectly classified in both
domains, the wide field (top) and the target Stripe 82 deep field of SDSS data (bottom), as well as their true
and predicted classes. In figure 12 (right), we show examples of discovered lenses, and give the number of
times the models correctly classified each of the lenses (out of 5 models trained with different random seed
initializations).

5.4. Comparison to other methods and benchmarks
To further illustrate the power of our method compared to similar UDA methods, capable of handling any
type of dataset overlap, we compare the results of the DeepAstroUDA and DANCE methods (Saito et al 2020)
on both the Office dataset (Saenko et al 2010), which is a standard benchmarking dataset, and our LSST
mock datasets described in section 4.1. In table 4, we show the target test set accuracies for DeepAstroUDA
and DANCE methods on Office and LSST data (Low→High and High→ Low experiments).

DeepAstroUDA outperforms DANCE on both Office and LSST mock data. Due to the active
hyperparameter tuning, our model is much easier to train, because it converges on well performing
hyperparameters and evolves them as the training progresses. On the other hand, the DANCE method is
much harder to train since well performing parameters need to be found manually, and they are kept
constant throughout the training. Finally, DANCE results on the Office dataset presented here are lower than
the values reported in Saito et al (2020). We were not able to replicate their reported results using the
hyperparameters authors list in their paper. After searching for better performing values we were able to
improve DANCE model performance, but the highest accuracies that we report here are still lower than in
the original paper.
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Figure 14. Example images from the source SDSS wide field (top) and the target SDSS Stripe 82 deep field (bottom). Each image
contains the true label in the top left corner and the predicted label in the top right corner. For each domain, we give most often
correctly classified examples in the top row and most often incorrectly classified examples in the bottom row. Classes are again:
disturbed (0), merging (1), round smooth (2), cigar-shaped smooth (3), barred spiral (4), unbarred tight spiral (5), unbarred
loose spiral (6), edge-on without bulge (7), edge-on with bulge (8), lenses (9).

Table 4. Performance comparison for ResNet50 (results from a single trained model only) with DA included in the training via
DeepAstroUDA and DANCE methods. We show the target test set accuracy for DeepAstroUDA and DANCE methods on Office and LSST
data (Low→ High and High→ Low experiments). DeepAstroUDA outperforms DANCE on all three datasets (higher accuracies are
shown in boldface).

Training Dataset Target

DANCE Office 0.82
Low→High 0.37
High→ Low 0.46

DeepAstroUDA Office 0.91
Low→High 0.74
High→ Low 0.73

6. Discussion and conclusion

DeepAstroUDA is a flexible semi-supervised DA algorithm that can handle any kind of cross-dataset
problem. It can be used for classification, regression, and anomaly detection, and it works well even in the
presence of non-overlapping (or unknown) classes in any of the two data domains. This means that it can be
used for open, partial, and mixes of open and partial DA problems. This is a crucial feature for successful
implementation of DA algorithms in real scientific applications, where we often will not have well curated
datasets.

The inclusion of DA in astronomy and cosmology is a necessity, as most types of studies include the use
of multiple simulated and observational datasets. In this work, we address open DA problems related to
galaxy morphology classification. We focus on observational data and demonstrate the use of the method in
three different scenarios: (1) data collected after different numbers of observing years, i.e. different data
releases of the same survey; (2) data from two different surveys; and (3) data from wide and deep fields of the
same survey. These three scenarios will have different combinations of factors that make the datasets
different: pixel scale, noise levels, PSF blurring, the depth of the survey, and the magnitude limit of the
objects that can be observed. All the results presented in this paper show that DeepAstroUDA:

(i) can successfully be used on difficult domain shift problems that include multiple observational survey
datasets;

(ii) allows the trained model to perform well even on the unlabeled target domain data, with an observed
increase in accuracy up to 40%;

(iii) handles any type of domain overlap and performs even in the presence of unknown classes, which can be
used for anomaly detection tasks, like searching for merging galaxies or gravitational lenses;

(iv) increases accuracy on both source and target data, andmakes performance of the model consistent across
both domains;

(v) is easy to train because it includes active hyperparameter tuning, which allows the method to converge to
optimal loss parameter values (even if the initial guess is not good) and continuously evolve them as the
training progresses and the latent data distributions evolve.
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In this work, we use Galaxy Zoo labels, made by thousands of volunteers. This process naturally makes
true labels prone to errors since it is often very hard to visually distinguish between different morphological
classes. Still, most true labels should be correct, since all of the models we train seemed to be able to correctly
learn the distinction between galaxy classes. For example, upon closer visual inspection of examples from our
test set, we noticed images for which we actually agree more with the (incorrect) predicted class given by the
model than with the true crowd-sourced label. Furthermore, the biggest confusion between classes occurs for
truly hard to distinguish objects, like disturbed and merging galaxies, where both classes contain very
asymmetric objects, with tidal tails and other interesting features, which are a product of galaxy interactions.

An important feature of DeepAstroUDA is its ability to be used as an anomaly detection algorithm in the
unlabeled target domain. We focus here on merging and gravitationally lensed galaxies. Merging galaxies are
crucial for understanding the process of galaxy evolution, formation of different galaxy morphologies, and
star formation. Unfortunately, they are very difficult to find in real photometric observations. Without
spectroscopic observations, we often cannot be sure if a pair of galaxies is truly merging or if it is just visually
overlapping. With future surveys like LSST, where we expect that over 60% of objects will be overlapping,
discovering true mergers will be even more difficult. Methods such as DeepAstroUDA will be a necessity to
allow us to use the information available in other simulated and real datasets to search for merging galaxies
in new observations.

Strong gravitational lensing of galaxies (as well as supernovae and quasars) is an important cosmological
probe. Future surveys like LSST will discover unprecedented numbers of lensed objects, and efficient
discovery and creation of complete catalogs will allow us to put tighter constraints on cosmological
parameters and better understand both dark energy and dark matter. Regular AI models trained on
simulated samples of strong gravitation lenses or on old observations will not be able to perform well on new
observations, but the inclusion of DA will open doors for much easier discovery of new strong gravitational
lenses.

Finally, with the increase in size and complexity of next-generation astronomical datasets, true
comparison and understanding of these datasets will become increasingly difficult. The power of AI
algorithms is in their ability to work and extract information from very complex multidimensional datasets.
Our future work will focus on further development and refinement of DA algorithms. With their ability to
extract similarities and differences between datasets, they can potentially be used to help us improve our
simulations, and even understand the underlining physics.
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